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a b s t r a c t 

The COVID-19 pandemic has impacted every nation, and social isolation is the major protective method for 

the coronavirus. People express themselves via Facebook and Twitter. People disseminate disinformation and 

hate speech on Twitter. This research seeks to detect hate speech using machine learning and ensemble learning 

techniques during COVID-19. Twitter data was extracted from using its API with the help of trending hashtags 

during the COVID-19 pandemic. Tweets were manually annotated into two categories based on different factors. 

Features are extracted using TF/IDF, Bag of Words and Tweet Length. The study found the Decision Tree classifier 

to be effective. Compared to other typical ML classifiers, it has 98% precision, 97% recall, 97% F1-Score, and 

97% accuracy. The Stochastic Gradient Boosting classifier outperforms all others with 99 percent precision, 97 

percent recall, 98 percent F1-Score, and 98.04 percent accuracy. 

1. Introduction 

Information and communication technology (ICT) advancements 
have altered the artistic method of conveying and receiving informa- 
tion. Regardless of their diversity in behaviour, everyone in our uni- 
verse wants to be kept up to date. People share views on Online Social 
Networking sites,various clients use this platform for spreading dubi- 
ous/false information ( Joseph, Kar, & Ilavarasan, 2021 ). To secure in- 
formation, we have to secure all links in a chain comprising PPT(People, 
Process, Technology). In the chain of links, people are usually weakest 
in any communication. Nowadays, adversarial use of social media is 
ubiquitous, and it is frequently used to distribute fake or misleading 
statements, posing a social, economic, and political risk ( Spohr, 2017 ; 
World Economic Forum, 2017 ). As the COVID-19 pandemic expands, 
more and more people practice physically distancing themselves from 

one another. The coronavirus consists of Severe Acute Respiratory Syn- 
drome (SARS), Middle East Respiratory Syndrome (MERS) and Acute 
Respiratory Distress Syndrome (ARDS) Viruses. According to “World 
Health Organisation ”, symptoms of this virus are Mild Fever, Sore 
throat, Dry Cough and running nose ( Khanday, Rabani, Khan, Rouf, & 

Mohi ud Din, 2020 d). Until 6th July 2020, no vaccine/drug is approved 
to cure this deadly virus. The COVID 19 pandemic had an undecorated 
political, economic and social effect. Social media and communication 
systems are also affected in extraordinary ways. As Classical media has 
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tried to adjust to the quickly evolving situation, Alternate news media 
on the internet gave coronavirus its ideology spin. These media have 
been criticized for promoting social confusion and spreading theoreti- 
cally hazardous “Fake News ” or Conspiracy philosophies via social me- 
dia and other available platforms ( Bail et al., 2018 ; Kar & Aswani, 2021 ). 
Facebook a social networking place which also owns WhatsApp and In- 
stagram, published a report in which it was revealed that the messag- 
ing has been doubled since the rise in a pandemic. In certain countries, 
hate speech comes under umbrella of free speech. There are prohibitions 
against encouraging violence or societal disruption in the United States, 
Canada, France, the United Kingdom, and Germany ( Hua et al., 2013 ; 
Gillani, Yuan, Saveski, Vosoughi, & Roy, 2018 ). Facebook and Twit- 
ter have been criticised for not doing enough to prevent their services 
from being used to assault persons of a certain race, ethnicity, or gender 
( Opinion | Twitter Must Do More to Block ISIS - The New York Times 
2021 ) . They’ve stated that they’ll work to eliminate prejudice and in- 
tolerance ( Facebook’s Mark Zuckerberg ‘Understands Need to Stamp out 
Hate Speech’, Germany says | Daily Mail Online 2021 ). Meanwhile, ther- 
apeutic approaches, such as those used by Facebook and Twitter, have 
relied on users to report improper remarks, which has been a manual 
effort ( Facebook, Google, and Twitter agree German hate speech deal 
- BBC News 2021 ; Grover, Kar, Dwivedi, and Janssen, 2019 ). This not 
only necessitates a lot of effort on the part of human experts, but this also 
increases the risk of bias in judgements. Furthermore, a computer-based 
solution can accomplish this activity significantly faster than humans, 
a non-automated process performed by human annotators would have 
a significant impact on system reaction time. The need to automate the 
process of detecting online hate speech is highlighted by the tremendous 
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increase in user-generated content on prior social networking sites, as 
well as the inability to scale manual screening ( Kushwaha, Kar, & Vi- 
gneswara Ilavarasan, 2020 ; Grover, Kar, & Ilavarasan, 2019 ; Wu & Ger- 
ber, 2018 ). 

COVID-19 has created a social crisis by increasing inequality, ex- 
clusion and discrimination. Various rumours, philosophies, and propa- 
ganda regarding coronavirus were shared massively on various social 
network platforms like (Facebook, Twitter, WhatsApp, etc.). Logically 
unfound theories on potential causes and medicines made the rounds, 
triggering misperception and unsafe behaviour among people who fol- 
lowed these distorted and false recommendations. Hoaxes and propa- 
ganda are also being shared enormously through online social networks 
( Khanday, Khan, & Rabani, 2020 b; Aswani, Kar, & Ilavarasan, 2019 ). 
With the advent of this pandemic in India, propaganda has blown out 
many fabrications. Hatemongers spread hate by criticizing a specific 
community ( Khanday, Khan, & Rabani, 2020 a). Due to the Tableegi Jaa- 
mat event held at Nizamuddin Markaz Delhi, India, various hate speech 
is being used to target a particular community. According to the latest 
Twitter data, various trending hashtags are being used to criticize a spe- 
cific community. Many hate words are being tweeted every day, which 
can lead to a hazardous situation ( Neubaum & Krämer, 2017 ). It is still 
a challenge in social networking to detect hate speeches in real-time 
and attracted many researchers to develop scalable, automated meth- 
ods for detecting hate speech using semantic content analysis based on 
Machine Learning (ML) and Natural Language Processing (NLP) ( Burnap 
& Williams, 2015 ; Ji Ho Park & Pascale, 2017 ). We extracted data from 

twitter using trending hashtags, labelling them manually into two Nor- 
mal and Hate. Using the Twitter API and keywords, about 11K tweets 
were retrieved. #CoronaJihad, #CoronaTerrorisma, #COVID-19 and 
#MuslimCorona. The main aim of this study is to create a classifier that 
can classify tweets into hate and non-hate categories using several Ma- 
chine Learning techniques that have been fine-tuned. 

The noteworthy contributions of this paper are: 

• The hybrid features engineering is being performed by merging 
TF/IDF, Bag of Words and Tweet Length.. 

• Thirty thousand tweets are extracted from Twitter to form a dataset, 
out of which 11000 are related to hate speech and are accordingly 
labeled to a particular class. 

• Traditional machine and ensemble learning algorithms are trained 
and tested based on the proposed hybrid feature selection to classify 
the hate content shared through Twitter in COVID-19 Era. 

The paper consists of VI sections, a brief background of hate speech 
and machine learning is being given in Section II. Section III provides 
detail of the proposed methodology. Experimental results are discussed 
in section IV, section V discusses about implications and limitations of 
proposed work and section VI concludes our work. 

2. Related work 

As social media has grown in popularity, research on automated hate 
speech detection has become a subject of public interest. When used 
to prevent text posting or blocklisting people, simple word-based al- 
gorithms fail to uncover subtle offending content and jeopardize right 
to free speech and expression ( Khanday, 2022 ). The issue of word am- 
biguity originates from the fact that a single word can have multi- 
ple meanings in different situations, and it is the fundamental reason 
of these approaches’ high false-positive rate. Some conventional NLP 
techniques are unsuccessful at detecting uncommon spelling in user- 
generated comment content ( Kar & Dwivedi, 2020 ). This is also known 
as the "spelling variety problem", and it occurs when single characters 
in a token are intentionally or unintentionally replaced in order to ob- 
fuscate the detection. By and large, the intricacy of natural language 
constructions makes the process reasonably difficult. But due to the less 
availability of datasets, the researchers are not able to find the solu- 

tion using the latest technology. Hate speech detection using super- 
vised learning classification algorithms is not a new concept. Del Vi- 
gna, Cimino, Dell’Orletta, Petrocchi, and Tesconi (2017) found that a 
simple LSTM classifier did not outperform a standard SVM. Another 
method used a supervised model to detect the objectionable language in 
tweets ( Davidson, Warmsley, Macy, & Weber, 2017 ).A binary classifier 
is used for classifying a tweet into abusive language and hate speech. 
Nobata, Tetreault, Thomas, Mehdad, & Chang (2016) made an attempt 
to a supervised algorithm using various linguistic features to detect abu- 
sive material and grammatical aspects in the text, evaluated at the char- 
acter unigram and bigram levels, and validated using Amazon data In 
general, we can highlight the most critical elements. The non-language 
agnostic feature of NLP-based models is one of their major flaws —the 
low detection scores. 

For classification, machine learning methods can be used, but these 
algorithms need a huge amount of data for training. Hate speech term 

was used by Burnap and Williams (2015) , Gitari, Zuping, Damien, and 
Long (2015) , Silva, Mondal, Correa, Benevenuto, and Weber (2012) . 
Hate speech detection is typically cast by state of the art as a su- 
pervised text classification task ( Schmidt & Wiegand, 2017 ; Dubois & 

Blank, 2018 ). Various classical machine learning algorithms that rely on 
manual feature selection can perform this binary classification ( Warner 
& Hirschberg, 2012 ; Kwok & Wang, 2013 ; Waseem, 2016 ) showed 
how annotation is important in the classification task. The compari- 
son was performed between expert and amateur annotations. About 
6909 tweets are annotated using Crowd Flower. The annotators are cho- 
sen based on their knowledge of hate speech. The results showed that 
expert annotation showed better accuracy in classifying hate speech. 
Davidson et al. (2017) Hate speech is defined as rhetoric that is used to 
show hatred toward a certain group or is projected to denigrate, embar- 
rass, or abuse the followers of that group. Crowd-sourcing is used to col- 
lect tweets that comprises keywords regarding hate speech. The tweets 
were labelled into multi-class tweets regarding hate speech, tweets with 
offensive words, and those that don’t contain hate or offensive words. 
For labelling, Crowd-sourcing was used. The overall Precision, Recall 
and F1-score of best model are 91%, 90% and 90%, respectively. About 
40% of the tweets are misclassified. The Precision of 44% and Recall 
of 61% are the classification report of hate class. Around 5 per cent of 
offensive tweets and 2% of inoffensive tweets have been wrongly clas- 
sified as hate speech. 

Hate speech can be detected using NLP concepts to use sentences’ 
lexical and syntactic features ( Waseem, 2016 ) and AI-solutions and bag- 
of-words-based text representations ( Dubois & Blank, 2018 ). Unsuper- 
vised learning approaches for detecting offensive remarks in text are ex- 
tremely widespread. Hatred users employ numerous obfuscation strate- 
gies, such as swapping a single character in insulting remarks, making 
automatic identification more difficult. They were using a binary classi- 
fier, for example. It has already been attempted on a paragraph2vec 
representation of words. Amazon data in the past, however it only 
worked successfully on an issue of binary classification ( Djuric et al., 
2015 ). Another solution based on unsupervised learning, the authors 
offered a set of criteria for judging whether or not a tweet is offensive 
( Waseem &Hovy, 2016 ). They also discovered that changes in user dis- 
tribution by geography have just a minor influence. The detecting per- 
formance is only marginally affected. Another researcher used crowd- 
sourced strategy for combating hate speech, including constructing a 
new collection of annotations which supplements the obtainable dat- 
set ( Waseem, 2016 ). The effect of annotators’ experience on labelling 
performance was explored. The authors dealt with tweet classification, 
but their main focus was on sexism, which they classified as "hostile," 
"benevolent," or "other" ( Jha & Mamidi, 2017 ).The authors employed 
Waseem & Hovy (2016) dataset of tweets, They labelled existing ’Sex- 
ism’ tweets as ’Hostile,’ while gathering their own for the ’Benevolent’ 
class, to which they then applied the FastText and SVM ( Joulin, Grave, 
Bojanowski, & Mikolov, 2017 ). To solve the challenge, a supervised 
learning model based on a neural network is deployed. The technique 
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Table 1 

Summary of related work. 

Refs. Features Dataset Used Accuracy Limitations 

Davidson et al. (2017) . TF/IDF and PoS. StormFront ( de Gibert et al., 

2019 ) 

73.64% Only two feature Engeneering Techniques 

are used. 

Davidson et al. (2017) . TF/IDF and PoS. HatEval [CodaLab - 

Competition 2021] 

73.9% Only two feature Engeneering Techniques 

are used. 

Davidson et al. (2017) . TF/IDF and PoS. TRAC ( Kumar et al., 2018 ) 56.04% Only two feature Engeneering Techniques 

are used. 

Davidson et al. (2017) . TF/IDF and PoS. HatebaseTwitter ( Davidson et al., 

2017 ) 

90.07% Only two feature Engeneering Techniques 

are used. 

Zimmerman et al. (2019) . integrates ten convolutional neural 

networks with varying initial weights. 

StormFront ( de Gibert et al., 

2019 ) 

80.33% Words are connected without being 

adjacent. 

Zimmerman et al. (2019) . integrates ten convolutional neural 

networks with varying initial weights. 

HatEval ( CodaLab - 

Competition 2021 ) 

74.70% Words are connected without being 

adjacent. 

Zimmerman et al. (2019) . integrates ten convolutional neural 

networks with varying initial weights. 

TRAC ( Kumar et al., 2018 ) 53.58% Words are connected without being 

adjacent. 

Zimmerman et al. (2019) . integrates ten convolutional neural 

networks with varying initial weights. 

HatebaseTwitter ( Davidson et al., 

2017 ) 

92.13% Words are connected without being 

adjacent. 

MacAvaney et al. (2019) . TF/IDF. StormFront ( de Gibert et al., 

2019 ) 

80.33% Only TF/IDF is used. 

MacAvaney et al. (2019) . TF/IDF. HatEval ( CodaLab - 

Competition 2021 ) 

75.9% Only TF/IDF is used. 

MacAvaney et al. (2019) . TF/IDF. TRAC ( Kumar et al., 2018 ) 61.21% Only TF/IDF is used. 

MacAvaney et al. (2019) . TF/IDF. HatebaseTwitter ( Davidson et al., 

2017 ) 

91.08% Only TF/IDF is used. 

surpassed any previously known unsupervised learning solution on the 
same dataset of tweets ( Badjatiya, Gupta, Gupta, & Varma, 2017 ). 

Character n-grams extract features, and Gradient Boosted Decision 
Trees help with the LSTM model. Using character n-grams and word2vec 
pre-trained vectors, Convolution Neural Networks (CNN) were studied 
as a potential solution to the hate speech problem in tweets. Ji Ho 
Park & Pascale, 2017 turned the categorization into a two-step prob- 
lem, in which abusive language is first differentiated from non-abusive 
material. The sort of abuse is then determined (Sexism or Racism). 
Four classes were forecasted using pre-trained CNN vectors, according 
to the authors ( Gambäck & Sikdar, 2017 ). In terms of F-score, they 
were marginally better than character n-grams.Even though the suc- 
cess of NLP approaches in hate-speech classification ( Schmidt & Wie- 
gand, 2017 ), we believe Machine learning models can still make a signif- 
icant contribution to the problem. It’s also worth highlighting the chal- 
lenge’s inherent difficulty at this time, as indicated by the fact that no 
solution has yet managed to attain an F-score higher than 0.93. Table 1 
summarizes the related work done in the field of Hate speech on social 
networks. 

It is necessary to do research in order to identify people who use hate 
speech on social media, focusing on both their features and motivations 
as well as the social structures in which they are embedded. From the 
literature review, the following findings can be drawn: 

• The majority of the work has been done on the already existing 
dataset. 

• There is more scope for feature engineering, if done properly, the 
accuracy of the machine learning algorithms may increase. 

• The dataset used in the existing work suffers from data Imbalance. 

3. Methodology 

The proposed methodology which is being used for detecting hate 
speech using Machine Learning is shown in Fig. 1 depicts a series of 
steps: (i) Data collection (ii) Preprocessing (iii) Feature Engineering (iv) 
Machine Learning Classification (v) Ensemble Learning Classification. 

3.1. Data collection 

Data is being extracted via Twitter, a social media platform mostly 
used by celebrities and politicians to express their opinions.We used its 
Application Program Interface (API) ( Verma, Khanday, Rabani, Mir, & 

Jamwal, 2019 ). Various steps are being followed to extract data using 
Twitter API. We used hashtag #CoronaJihad, #CoronaTerrorism and 
#MuslimCorona to extract data from 4th April to 8th April 2020. About 
30K tweets were extracted, but only 11K were relevant. The data is saved 
in the form of a CSV file such that it can be used for future analysis. The 
extracted dataset consists of about 16 attributes like Created, Text, Id, 
Screen Name etc. 

3.1.1. Tweet length distribution 

By this, we get the Length of each tweet in characters such that we 
can see the size of hate speech and non-hate speech tweets. Fig. 2 gives 
the tweet length distribution of the whole data set. 

3.1.2. Human annotation 

Human annotation is a significant step in our research. The labelled 
tweets are needed for training the supervised machine learning models. 
Various researchers working in this area were given the task of annota- 
tion. They were asked to classify text based on context and words used 
in the tweet. This task is a binary classification problem, having two 
classes Hate and Normal. The tweets which contain words like F ∗ ∗ k, 
S ∗ ∗ t, hate, worst etc. were put in the class Hate others were put in a 
Normal class. After annotation, we got a dataset of 11k records, but it 
was unbalanced so to remove unbalances, we consider 4,093 tweets, as 
shown in Fig. 3 . 

3.2. Preprocessing 

The data collected from Twitter is in the unstructured form, which 
contains noise, null values etc. for refining the data, it needed to be 
preprocessed such that it can be used for classification purposes. Pre- 
processing is critical for deciphering the meaning of brief texts in clas- 
sification applications and clustering and anomaly detection. Prepro- 
cessing has a large impact on overall system performance, but receives 
less attention than feature extraction and classification. The preprocess- 
ing process includes preparing tweets for tasks such as event recogni- 
tion, fraudulent information detection, sentiment analysis, and so on. 
On social media, people frequently adhere to their own set of infor- 
mal language rules. As a result, each Twitter user has their own writing 
style, complete with abbreviations, unusual punctuation, and misspelt 
words. Emoticons and emojis are used in tweets to convey complex- 
ity, sentiment, and ideas. Slang and acronyms are common in tweets, 
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Fig. 1. Proposed methodology. 

Fig. 2. Length of tweets extracted. 

Fig. 3. Balanced data of each class and their corresponding length . 

“URLs ”, “hashtags ”, and “user mentions ”. Data noise is caused by un- 
wanted strings and Unicode, which are a result of the crawling pro- 
cess. In addition, practically all user-posted tweets include URLs that 
link to extra information, user mentions (@username), and the hash- 
tag symbol (#coronaterrorism) to connect their message to a specific 
subject, and these hashtags can also express mood. These indications 
provide vital supplementary information to people, but they supply 
no information to machines and can be considered noise that must 
be dealt with. Researchers have proposed a number of techniques for 
dealing with this additional data offered by users, including replac- 
ing URLs with tags in one study ( Agarwal et al., 2011 ), and removing 

user mentions (@username) in another study ( Khan, Bashir, & Qamar, 
2014 ). 

To communicate sentiment and opinion, Twitter users utilise emoti- 
cons and emojis such as:-),;-),:-(, and others. This vital information must 
be recorded to effectively classify tweets. Words were used to replace 
emojis and expressions ( Gimpel et al., 2011 ). Twitter’s character con- 
straints discourage natural language usage, prompting users to adopt 
acronyms, abbreviations, and slang. Abbreviations include MIA (miss- 
ing in action), gr8 (great), and ofc (of course). Slang is a casual way 
of expressing thoughts or meaning that is sometimes limited to specific 
individuals or settings. twitter, and OMG usually alludes to a surprise 
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Fig. 4. Preprocessed dataset. 

or emphasis rather than the literal expansion of oh my God. As a con- 
sequence, replacing casual insertions in tweets with their genuine word 
meaning improves automatic classifier performance without informa- 
tion loss. Abbreviations and slang were translated into word meanings 
in a study, which were then easily understood using standard text anal- 
ysis tools ( Scheuer et al., 2011 ). Humans understand punctuation well, 
but it is less useful for automatic text classification. As a result, elimi- 
nate punctuation while preparing text for tasks like sentiment analysis. 
Some punctuation characters, including! and?, can communicate emo- 
tion eliminated punctuation ( Lin & He, 2009 ). However, replacing a 
question mark or exclamation mark with appropriate tags, such as!, can 
often express astonishment ( 2013 ). Like stemming, lemmatization sim- 
plifies a word. In lemmatization, linguistic knowledge is used to turn a 
word into its base form. Only tweets written in English are considered 
and converted in lower. Stopwords like a, an, the, etc., are removed us- 
ing the stopword lexicon. Punctuation is also being performed, and the 
text is being divided into tokens called tokenization. Stemming is also 
used to get the root word example understanding will be converted to 
understand. Links, URLs etc are removed, and lemmatization is done. 
Fig. 4 shows the visual representation of the preprocessed data set. 

3.3. Feature engineering 

Feature engineering decides whether a machine learning classifier 
will perform well or not. In this step, various features are extracted using 
multiple techniques like TF-IDF, a bag of words, sentence length also 
emphatic features are taken into consideration. The following Eq. (1 ). 
calculates the TF/IDF in context to our corpus. 

𝑇 𝐹 𝐼𝐷𝐹 ( 𝑡, 𝑤, 𝐷 ) = 𝑇 𝐹 ( 𝑡, 𝑤 ) ∗ 𝐼 𝐷𝐹 ( 𝑡, 𝐷 ) 𝐼 𝐷𝐹 ( 𝑡, 𝐷 ) 

= 𝑙𝑜𝑔 
|𝐷|

1 + |{ 𝑤 ∈ 𝐷 ∶ 𝑡 ∈ 𝑤 } | (1) 

Where t stands for the word as a feature, w stands for each tweet in 
the corpus, and D stands for the total number of tweets in the corpus 
(Document space). 

Bag of Words features: It is composed of words and lemma.We used 
bigrams and trigram terms to extract more information from the text. 
Some of the selected features are corona jihad, COVID, dangerous Mus- 
lim, India, India come, dangerous, Muslim Coronavirus, report, coron- 
avirus,coronajihad,billyperrigo etc. 

3.4. Classification using traditional machine learning 

For performing binary classification of tweets, Machine Learning al- 
gorithms are used. The binary classes are Hate and Normal. In this pa- 
per, traditional supervised machine learning algorithms are used for 
performing binary classification tasks. Logistic Regression (LR), Multi- 
nomial Naïve Bayes (MNB), Support Vector Machine (SVM) (LR), and 
Decision Tree algorithms were applied. 

3.4.1. Logistic regression 

Logistic Regression (LR) forecasts the arithmetic variable of a class 
constructed on its correlation with labels ( Khanday, Khan, & Rabani, 
2020 c). The input is in the form of a Table with various values. About 
50 features are chosen using TF/IDF and Bag of Words during feature 
engineering. LR usually computes the class relationship possibility, and 
here are two classes. 𝑦 ∈ { 0 , 1 } .The subsequent options can be computed 
using Eq. (2 ). 

𝑃 ( 𝑦 = 𝑟 |𝑥 ) = 

𝑒𝑥 𝑝 𝜑 
𝑇 𝜃𝑟 

1 + 

∑3 
𝑟 =1 𝑒𝑥 𝑝 

𝜑 𝑇 𝜃𝑘 

∀𝑟 = 1 𝑃 ( 𝑦 = 0 |𝑥 ) = 

𝑒𝑥 𝑝 𝜑 
𝑇 𝜃𝑟 

1 + 

∑3 
𝑟 =1 𝑒𝑥 𝑝 

𝜑 𝑇 𝜃𝑟 

(2) 

3.4.2. Multinomial naïve bayes 

This Machine Learning algorithm uses the Bayes rule for calculating 
class probabilities of tweets ( Rabani, Khan, & Khanday, 2020 ). Assuming 
d as the set of classes(Hate, Normal) and N denote the total number of 
features. In our Problem d = 0,1 and N = 50. Multinomial Naïve Bayes 
allocates test tweet 𝑡𝑖 to highest probability class 𝑃 ( 𝑑|𝑡𝑖 ) using Bayes 
rule shown in Eq. (3 ): 

𝑃 
(
𝑑 ∣ 𝑡 𝑖 

)
= 

𝑃 ( 𝑑) 𝑃 
(
𝑡 𝑖 ∣ 𝑐 

)
𝑃 
(
𝑡 𝑖 
) , 𝑑 ∈ 𝑑 (3) 

The division of the number of labelled hate speech tweets d to the 
total number of hate speech tweets gives the value of P(d) value. 𝑃 ( 𝑡 𝑖 |𝑑 ) 
Is the possibility of finding a hate speech tweet like 𝑡 𝑖 in-class c and is 
computed by: 

𝑃 ( 𝑡 𝑖 |𝑑) = 

( ∑
𝑛 

𝑓 𝑛𝑖 

) 

! 
∏
𝑛 

𝑃 ( 𝑤 𝑛 |𝑑) 𝑓 𝑛𝑖 
𝑓 𝑛𝑖 ! 
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Where 𝑓 𝑛𝑖 = count of word ‘n’ in tweet ‘ti’ & 𝑃 ( 𝑤 𝑛 |𝑑) the probability 
of word ‘n’ given class d. the latter probability is calculated from the 
training data as: 

𝑃 ( 𝑤 𝑛 |𝑑) = 

1 + 𝐹 𝑛𝑑 

𝑁 + 

∑𝑁 

𝑥 =1 𝐹 𝑥𝑑 

Where 𝐹 𝑥𝑐 = count of word ‘x’ in training documents having class d. 

3.4.3. Support vector machine 

It is a type of supervised machine learning algorithm used to 
classify text into various classes is Support Vector Machine (SVM) 
( Khanday, Khan, & Rabani, 2021 ). Assume that ‘n’ be the number of 
features of a specific tweet corresponding with a label. We have about 
50 features which are unigram and bigrams. Training set data points are 
( 𝑦 𝑘 , 𝑥 𝑘 ) 𝑛 1 Where n is the number of features chosen. It takes 50 features 
as input in the form of a table. The motive of the SVM is to build a 
classifier in the form of Eq. (4 ). 

𝑦 ( 𝑥 ) = 𝑠𝑖𝑔𝑛 

[ 

𝑛 ∑
𝑘 =1 

𝛼𝑘 𝑦 𝑘 𝜓 
(
𝑥, 𝑥 𝑘 

)
+ 𝑏 

] 

(4) 

Where: 𝛼k = positive real constant. 

b = real constant. 

𝜓 
(
𝑥, 𝑥 𝑘 

)
= 

⎧ ⎪ ⎨ ⎪ ⎩ 
𝑥 𝑇 
𝑘 
𝑥 ∶ 𝐿𝑖𝑛𝑒𝑎𝑟 𝑆𝑉 𝑀 (

𝑥 𝑇 
𝑘 
𝑥 + 1 

)
𝑑 ∶ 𝑃 𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 𝑆𝑉 𝑀 𝑤𝑖𝑡ℎ 𝐷𝑒𝑔𝑟𝑒𝑒 𝑑 

𝑒𝑥𝑝 (− ||𝑥 − 𝑥 𝑘 ||2 2 ∕ 𝜎2 ∶ 𝑅𝐵𝐹 𝑆𝑉 𝑀 

Where: k, 𝜎 are constants. 

Assuming the following equations classifier can be constructed in 
which + 1 shows the hated class, and -1 shows normal class: 

𝜔 𝑇 𝜑 
(
𝑥 𝑘 

)
+ 𝑏 ≥ 1 , 𝑖𝑓 𝑦 𝑘 = +1 

𝜔 𝑇 𝜑 
(
𝑥 𝑘 

)
+ 𝑏 ≤ −1 , 𝑖𝑓 𝑦 𝑘 = −1 

Which is equivalent to Eq. (5 ): 

𝑦 𝑘 
[
𝜔 𝑇 𝜑 

(
𝑥 𝑘 

)
+ 𝑏 ≤ −1 , 𝑖𝑓 𝑦 𝑘 = −1 , 𝑘 = 1 , … , 𝑛 (5) 

Where 𝜑 ( . ) = Nonlinear Mapping function used to map input into 
higher dimensional space. 

Classification is being performed using hyperplane, which distin- 
guishes the two classes (Hate and Normal). For constructing a hyper- 
plane new variable 𝜉𝑘 is introduced. The Eq. (6 ) is for the hyperplane 
and is shown below: 

𝑦 𝑘 
[
𝜔 𝑇 𝜑 

(
𝑥 𝑘 

)
+ 𝑏 

]
≥ 1 − 𝜉𝑘 , 𝑘 = 1 , … .., 𝑛 𝜉𝑘 ≥ 0 , 𝑘 = 1 , …… ., 𝑛 (6) 

3.4.4. Decision trees 

Decision trees are an alternative method for performing binary clas- 
sification ( Khanday, Khan, & Rabani, 2020 a). Decision trees partition 
the input space into regions and classify each region autonomously. It 
takes 50 features as input in the form of a table. Space is recursively 
splitted according to the input. It classifies the Tweets at the bottom 

of the tree. Leaf nodes do binary classification. An important function 
needs to be considered while building a Decision tree known “splitting 
criterion ”. Splitting Criterion describes how data must be splited to max- 
imize the performance of a decision tree. Information gain ratio is being 
used in our work, information gain to the intrinsic information gives us 
the value of information gain ratio shown in Eq. (7 ). 

𝐼 𝐺𝑅 ( 𝐸 𝑋 , 𝑎 ) = 𝐼 𝐺∕ 𝐼 𝑉 (7) 

Where IG = Information Gain. 
IV = Intrinsic information. 
IG can be computed by having the value of Entropy: 

𝐼 𝐺 ( 𝐸𝑥, 𝑎 ) = 𝐻 ( 𝐸𝑥 ) − 

∑
𝑣 ∈𝑣𝑎𝑙𝑢𝑒𝑠 ( 𝑎 ) 

( |{ 𝑥 ∈ 𝐸𝑥 |𝑣𝑎𝑙𝑢𝑒 ( 𝑥, 𝑎 ) = 𝑣 } ||𝐸𝑥 | .𝐻 ( { 𝑥 ∈ 𝐸𝑥 |𝑣𝑎𝑙𝑢𝑒 ( 𝑥, 𝑎 ) = 𝑣 } ) 
) 

Where Ex = Training Set and x 𝑥 ∈ 𝐸𝑥 which describes the value of 
a particular training instance ‘x’ having features ‘a’. 

H = Entropy and a = features. 
IV can be Computed by: 

𝐼𝑉 ( 𝐸𝑥, 𝑎 ) = − 

∑
𝑣 ∈𝑣𝑎𝑙𝑢𝑒𝑠 ( 𝑎 ) 

|{ 𝑥 ∈ 𝐸𝑥 |𝑣𝑎𝑙𝑢𝑒 ( 𝑥, 𝑎 ) = 𝑣 } ||𝐸𝑥 | .𝑙𝑜 𝑔 2 ( 

( { 𝑥 ∈ 𝐸𝑥 |𝑣𝑎𝑙𝑢𝑒 ( 𝑥, 𝑎 ) = 𝑣 } ) |𝐸𝑥 |
) 

3.5. Ensemble learning techniques 

Ensemble classifiers are also used for performing binary(Hate and 
Normal) classification. Ensemble machine learning classifiers are used 
to improve accuracy. In our work, we used Bagging, Adaboost, Random 

Forest and Gradient Stochastic Boosting Ensemble learning techniques 
for performing binary classification. 

3.5.1. Bagging 

To increase the efficiency of classification and regression tasks, en- 
semble learning techniques are applied. The Bagging Technique causes 
us in abstaining from overfitting. Given a preparation set X having ‘n’ 
size, by examining consistently, it produces ‘m’ preparing sets ‘Xi’ each 
of size ‘n’ with substitutions. The information is presented in the form 

of a table with various values for the 50 attributes that were picked. 
Because of substitutions, a few perceptions could rehash in every Xi. If 
m’ = n, at that point for enormous n Xi is relied upon a division (1 - 1/e) 
to one of a kind instances of X, the rest are copies. The example is rec- 
ognized as the bootstrap sample. By utilizing ‘m’ bootstrap samples, ‘m’ 
models are fitted and are consolidated by voting. 

3.5.2. Adaboost 

Adaboost algorithm uses weighting occasions of the dataset 
( Zimmerman, Fox, & Kruschwitz, 2019 ). The information is given as a 
Table by having various values for 50 features that have been selected. 
Adaboost starts with equivalent weight to every perception and trains 
a weak algorithm by utilizing the weight information. By playing out 
this, the weak algorithm is delivered. Contingent upon exhibition of the 
weak classifier, it picks a coefficient ‘ 𝛼’, which is misclassified. It focuses 
on improving weights and lessening weights effectively. A weak learn- 
ing algorithm is used to generate a weak classifier using newly weighted 
data. Reiterating the process results in the development of an AdaBoost 
Classifier.. 

3.5.3. Random forest classifier 

Random Forest is used for classification tasks having similar func- 
tions as the decision tree. Bootstrap amassing strategy is utilized for 
training this ensemble classifier. Averaging forecasts make the expec- 
tation of all single regression trees. For classification trees, the more 
significant part vote is taken. Random Forest utilizes an altered tree 
knowledge which chooses and split every learning procedure by irreg- 
ular features subset. The data is presented in the form of a table, with 
varying values for the 50 attributes that were chosen. This algorithm 

makes a forest by utilizing a lot of decision trees from a subset of infor- 
mation that is arbitrarily chosen and summarises the decisions in favour 
of the choice tree to choose the last class of the article. 

3.5.4. Stochastic gradient boosting 

The Stochastic Gradient Boosting permits trees, which are eagerly 
made from the training dataset. The data is presented in the form of 
a table, with varying values for the 50 attributes that were chosen. It 
is utilized for decreasing the connection among the trees in inclination 
boosting. Every cycle, a subsample of preparation information is drawn 
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Fig. 5. Logistic regression. 

Table 2 

Classification report of proposed methodology with ML classifiers. 

Classifiers. Precision. Recall. F1-Score. Accuracy. 

Logistic Regression 97% 96% 96% 97.06% 

Multinomial Naïve Bayesian 97% 96% 97% 97.39% 

Support Vector Machine 98% 96% 97% 97.71% 

Decision Tree 98% 97% 97% 97.96% 

aimlessly lacking substitutions from the complete preparing dataset. The 
haphazardly chosen subsample is utilized rather than the full example 
to adequately the base learner. 

4. Results 

The experimentation is performed on a workstation having 4 GB Ram 

and 6 parallel 2.3GHz processors. Machine Learning is being performed 
using SCIKIT Learn toolkit. Other Libraries like Natural Language tool 
kits (NLTK) are also used for performing tasks like Tokenisation, Lemma- 
tization, StopWord removal etc. In the wake of performing arithmetical 
figuring, further knowledge about the information was accomplished. 
We have used a 70:30 ratio for performing this task, where 70% of 
tweets are taken for training the ML models, and 30% are used for test- 
ing. We extracted 30K tweets, out of which 11K were essential. After 
annotation, 4,093 tweets were considered to adjust the dataset. They 
were marked into two classes, Hate and Normal. Hybrid features are se- 
lected by merging standard feature engineering techniques (TF/IDF,Bag 
of Words and Length).The classification was performed with the help of 
various Machine and Ensemble Learning algorithms by providing them 

features. Fivefold cross-validation was done as we don’t have some other 
information by which the model can be validated. Table 2 shows the 
classification report of all machine learning classifiers. 

The results showed that the Decision Tree Classifier outperformed 
all other traditional machine learning algorithms. The Precision of 98%, 
Recall of 97% and Accuracy of 97.96% is achieved. Figs. 5–8 show tra- 
ditional machine learning algorithms’ actual and predicted tweets by 

Table 3 

Classification report of machine and ensemble learning techniques using pro- 

posed methodology. 

Technique. Precision. Recall. F1-Score. Accuracy. 

Logistic Regression. 97% 96% 96% 97.06% 

Multinomial Naïve Bayesian. 97% 96% 97% 97.39% 

Support Vector Machine. 98% 96% 97% 97.71% 

Decision Tree. 98% 97% 97% 97.96% 

Bagging. 98% 97% 97% 97.96% 

Adaboost. 98% 97% 97% 97.96% 

Random Forest. 99% 97% 97% 97.96% 

Stochastic Gradient Boosting. 99% 97% 98% 98.04% 

visualizing them by Confusion Matrix. Table 3 : shows the classifica- 
tion report of all Machine and Ensemble learning classifiers. The results 
showed that the Stochastic Gradient Boosting classifier outperforms all 
other algorithms. 

Fig. 9 –12 shows the confusion matrices of the corresponding ensem- 
ble learning techniques. The results showed that the Decision Tree gives 
better results, 98% precision, 97% recall, 97% F1 score and 97.9% over- 
all accuracy, indicating the algorithm outclasses all other traditional al- 
gorithms. Stochastic Gradient Boosting classifier shows the highest per- 
formance among all ensemble and machine learning classifiers. It gives 
99% precision, 97% recall, 98% F1 Score and 98.04% of overall accu- 
racy. Other ensemble learning classifiers like Random Forest, Boosting 
and Adaboost also show promising results. The accuracy of these models 
can be improved by supplying more data. Fig. 13 depicts a comparative 
study of all algorithms employed in our research. 

5. Discussion 

Hate Speech detection on social media is a pressing issue, and in 
this paper, we used Machine Learning Algorithms to detect hate speech 
in COVID-19 era. As the pandemic rose, Online Social Networks saw 

a drastic change in the behaviour, as users shared information regard- 
ing COVID-19 at an enormous pace. Hatemongers find the Pandemic 
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Fig. 6. Multinomial naïve bayes. 

Fig. 7. Support vector machine. 

to share hate and panic, triggering mass hysteria. The Twitter API is 
used to extract data from Twitter using various hate-related terms in this 
project. For supervised machine learning dataset needs to be labelled, 
manual annotation is being performed to label the tweets into Hate and 
Non-Hate Class. Due to tweets’ semantic and contextual nature, manual 
annotation is being preffered by many researchers. Various techniques 
like Tokenization, Stemming, Normalisation, etc., are used for perform- 
ing data preprocessing. 

Since hate is spread in the form of text, feature selection is one of the 
important step for detecting hate. Features are selected by techniques, 

TF/IDF and Bag of Words. After performing data exploration, it was 
found that the tweet’s Length play a vital role in spreading the hate. 
Due to this critical role, Length was also considered as a feature. After 
Selecting features supervised Machine Learning classifiers are trained 
and tested in the ratio of 70:30. When used with our methodology, it 
was found that the Decision tree showed better accuracy among other 
algorithms. This work will somehow help government officials tackle 
hate speech by analyzing the tweets regarding hate speech. 

When compared with existing work, dataset HatebaseTwitter 
( Davidson, Warmsley, Macy, & Weber, 2017 ) was used with proposed 
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Fig. 8. Decision tree. 

Fig. 9. Bagging. 

methodology and the results showed that, Decision Tree and Stochas- 
tic Gradient Boosting showed better accuracy then all other algorithms. 
Table 4 shows the comparative analysis of our best performing algo- 
rithms with previous work. 

5.1. Contribution to literature 

Following the completion of a series of experiments, it was deter- 
mined that our method performed far better than other methods that 
had been utilised in earlier investigations concerning hate speech. When 
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Fig. 10. Adaboost. 

Fig. 11. Random forest. 

training the model, the authors Zimmerman et al. (2019) solely em- 
ployed TF/IDF features, whereas other researchers selected TF/IDF fea- 
tures as well as PoS features. In this study, the hybrid features Bag of 
Words, TF/IDF, and Tweet Length have been chosen for consideration. 
During the course of this research, novel data was generated, and tweets 
were collected without regard to their spatial context. 

5.2. Practical implications 

There are many different practical implications of this work. One 
of these implications is that the ability to detect hate speech in real 
time will help us combat hate speech on social networks. Hateful peo- 
ple take advantage of the fact that social media platforms can be used as 
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Table 4 

Comparative analysis with existing work. 

Author/Technique. Dataset. Features used Accuracy. 

Davidson et al. (2017) HatebaseTwitter ( Davidson et al., 2017 ) TF/IDF and PoS 90.07% 

Zimmerman et al. (2019) HatebaseTwitter ( Davidson et al., 2017 ) 10 CNN with Weights. 92.13% 

MacAvaney et al. (2019) HatebaseTwitter ( Davidson et al., 2017 ) TF/IDF 91.08% 

Decision Tree based upon proposed Approach. HatebaseTwitter ( Davidson et al., 2017 ) TF/IDF, Bag of Words and Tweet Length. 96.96% 

Stochastic Gradient Boosting based upon proposed Approach. HatebaseTwitter ( Davidson et al., 2017 ) TF/IDF, Bag of Words and Tweet Length. 97.04% 

Fig. 12. Stochastic gradient. 

Fig. 13. Comparative study of ML and ensemble learning classifiers. 

11 



A.M.U.D. Khanday, S.T. Rabani, Q.R. Khan et al. International Journal of Information Management Data Insights 2 (2022) 100120 

a medium for communication, and as a result, these platforms are used 
to spread hatred among users. Checking the credibility of hate speech by 
manually is a rigorous and time-consuming process. Machine learning 
can be used to identify those who engage in cybercrime. It was discov- 
ered that the length of the tweet containing hate speech about COVID- 
19, measured in characters, is significantly longer than a typical class 
tweet. This work has the potential to be expanded to be investigated on 
other social networking platforms such as Facebook, Linkedin, and Red- 
dit, amongst others. If automatic annotation programmes existed, they 
would have made a significant contribution to this body of work. The 
magnitude of the dataset would have allowed for more effective training 
of machine learning classifiers if automatic annotation had been used. 
Additionally, the phrases that are used to describe hate speech fluctu- 
ate depending on the subject that is being discussed. In the near future, 
features based on emphasis and semantics may be employed to improve 
hate speech prediction. 

6. Conclusion 

The world is paralyzed due to COVID-19 as no Vaccine or medica- 
tion is available until 26 th July and has affected social life. Online social 
networks are used enormously in this pandemic for communicating with 
each other, a vast amount of information is being shared through these 
platforms. Many misinformation and Hate speech is being shared on 
this deadly virus. Hatemongers use COVID-19 as a platform for spread- 
ing hatred. Tweets were extracted using various hashtags like #Coron- 
aJihad, #CoronaTerrorism, etc. and were labelled into Hate class and 
Normal Class. Hybrid Feature selection is made using TF/IDF and Bag 
of Words after training and testing all Machine Learning Models. The 
Decision Tree classifier shows promising results, 98% precision, 97% 

recall, 97% f1 score and an accuracy of 97.9%. Ensemble Models are 
also trained and tested for performing binary classification. Among all 
Ensemble Learning classifiers, Stochastic Gradient Boosting shows the 
highest performance, 99% precision, 97% recall, 98% F1 Score and Ac- 
curacy of 98.04%. Random Forest, Adaboost and Boosting also showed 
promising results. The effectiveness of classifiers can be improved by ex- 
panding measures of information. In the future, hate speech may be cat- 
egorized based on gender. Long Short Term Memory (LSTM) and Convo- 
lutional Neaural Network (CNN) may also be used soon for performing 
Multi-class Classification. Algorithms 1 

Algorithm 1 

Classification of Tweets into Hate and Non-Hate Class 

Require: Filtered Tweets (T input ) Ensure: Hate Tweet (H T ) and Non-Hate 

Tweet (NH T ) 

1 Filtered Tweets → T input , 

2 Hate Tweet →H T , Non-Hate Tweet →NH T 
3 Tokenization →TK, StopWordRemoval →SWR, Stemming → S, Total Number 

of Tweets →T 

4 Term Frequency/Inverse Document Frequency →TF/IDF, Bag of Words →B 

5 START 

6 For i from 1 to n do 

7 C [i] = T input [i] + Label 
8 T [i] = Tweetlength(C [i]) 
9 End For 

10 For i from 1 to n do 

11 Hate [i] = Tk(C [i]) 
12 Hate [i] = SWR(Hate [i]) 
13 Hate [i] = S(Hate [i]) 
14 End For 

15 For i from 1 to n do 

16 F [i] = B(TF/IDF(Hate [i])) 
17 F [i] = F [i] + T [i] 
18 End For 

19 Classifier (SVM/DT/LR/MNB) 

20 END 
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