
Sankhyā : The Indian Journal of Statistics
201 , Volume 77-B, Part 1, pp. 91-107
c© 2014, Indian Statistical Institute

An Improvement Over Kim and Elam Stratified Unrelated
Question Randomized Response Model Using Neyman

Allocation

Housila P. Singh and Tanveer A. Tarray
Vikram University, Ujjain, India

Abstract

The present study considers the use of stratified random sampling with Ney-
man allocation to Mangat (Jour. Ind. Soc. Agril. Statist. 44, 82–87, 1992)
unrelated question randomized response strategy for completely truthful re-
porting. It has been shown that, for the prior information given, our new
model is more efficient in terms of variance (in the case of completely truthful
reporting) than Kim and Elam’s (Statist. Papers 48, 215–233, 2007) model.
Numerical illustrations and graphs are also given in support of the present study.
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1 Introduction

Sample surveys on human populations have established the fact that re-
fusal to respond and intentional giving of incorrect answers are two main
sources of non - sampling error. The bias produced by these two sources
of error is sometimes large enough to make the sample estimate seriously
misleading. This problem becomes more serious when respondents are ques-
tioned about sensitive matters, especially those on which truthful answers
may place them in an unfavorable light. Warner (1965) introducing an inge-
nious interviewing procedure known as randomized response (RR) technique
that requests information to the questions randomized on a probability ba-
sis rather than from a direct reply to the given question. Feeling that the
confidence of the respondent provided by RR technique might be further en-
hanced if one of the two questions is referred to non - stigmatized attribute.
Horvitz et al. (1967) developed an unrelated question RR model. While de-
veloping theory for this model, Greenberg et al. (1969) dealt with both the
situations when , the proportion innocuous character (say) Y in population
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is known and when it is unknown. Some modifications in the randomized
response (RR) model has been suggested by Chaudhuri and Mukerjee (1988,
2011), Mangat et al. (1992), Mangat and Singh (1990), Mangat (1994),
Grewal et al. (2005–2006), Singh and Mathur (2004) and Singh and Tarray
(2012, 2013a, 2013b, 2013c, 2013d). Hong et al. (1994) envisaged a stratified
RR technique under the proportional sampling assumption. Under Hong
et al. (1994) proportional sampling assumption, it may be easy to derive
the variance of the proposed estimator. However, it may come at a high
cost in terms of time, effort and money. For example, obtaining a fixed
number of samples from a rural country in India through a proportional
sampling method may be very difficult compared to the researcher’s time,
effort and money. To overcome this problem, Kim and Warde (2004) and
Kim and Elam (2005, 2007) suggested stratified RR techniques using an
optimal allocation which are more efficient than a stratified RR technique
using a proportional allocation. The extension of the randomized response
technique to stratified random sampling may be useful if the investigator
is interested in estimating the proportion of HIV/AIDS positively affected
persons at different levels such as by rural areas or urban areas, age group
or income group, for instance, see Kim and Elam (2005, p. 216). A primary
focus of this paper is the implementation of unrelated Stratified RR tech-
nique using Mangat (1992) unrelated question RR Strategy. In Section 2
we present our suggested model in the case where the proportion of respon-
dents with the non sensitive trait in a stratum is known and unknown. In
Section 2.1 we demonstrate the findings of four empirical studies, in the
case of completely truthful reporting. Table 1 demonstrates that, for the
given prior information, the proposed model is more efficient in terms of
variance than Kim and Elam (2007) stratified unrelated question RR model.
In Section 2.2 we present the less than completely truthful reporting coun-
terparts to Sections 2 and 2.1. The empirical studies in Section 3 show
that, for the prior information given, the proposed model is more efficient in
terms of mean square error than Kim and Elam (2007) model. In Section 4
we offer some conclusion remarks.

2 Suggested Model: For Completely Truthful Reporting

2.1. The Proportion When the Non-Sensitive Trait πyi is Known. In
the suggested model, the population is divided into strata and a sample is
drawn by simple random sampling with replacement (SRSWR) from each
stratum. To get the full benefit from stratification, we suppose that the
number of units in each stratum is known. The randomization model requires
two randomization devices R1i and R2i. The randomization device R2i is



An improvement over Kim and Elam stratified unrelated

question 93

same as used by Greenberg et al. (1969) model. In the first stage of the
survey interview, an individual respondent in the sample from stratum i is
instructed to use the randomization device R1i which consists of a sensitive
question (S) cards with probability Ti and a ‘Go to the random device R2i in
the second stage’ direction card with probability (1−Ti). The respondents in
the second stage of stratum i are instructed to use the randomization device
R2i which consists of a sensitive question (S) card with probability Pi and a
non - sensitive question (Y) card with probability (1−Pi). The respondents
selects randomly one of these statements unobserved by the interviewer and
reports ‘Yes’ if he / she possesses statement and ‘No’ otherwise. Let ni

denote the number of units in the sample from stratum i and n denote
the total number of units in all strata so that

∑k
i=1 ni = n. Under the

assumption that these ‘Yes’ and ‘No’ reports are made truthfully and Pi and
Ti are set by the researcher, the probability Xi of a ‘Yes’ answer in stratum
i for this procedure is:

Xi = πSiTi + (1− Ti)[πSiPi + (1− Pi)πyi] for i = 1, 2, · · · , k (2.1)

where πSi is the proportion of people with sensitive traits in i and πyi is the
proportion of people with the non-sensitive traits in i.
Under the condition that πyi is known, the unbiased estimator π̂Si of πSi is:

π̂Si =
X̂i − (1− Ti)(1− Pi)πyi

Ti + Pi(1− Ti)
for i = 1, 2, · · · , k (2.2)

where X̂i is the proportion of ‘Yes’ answer in the sample from stratum for
i. Since each X̂i is a binomial distribution B(ni, X̂i), the variance of the
estimator π̂Si is

V (π̂Si|πyi) =
Xi(1−Xi)

ni{Ti + Pi(1− Ti)}2
(2.3)

Since the selections in different strata are made independently, the estimators
for individual strata can be added together to obtain an estimator for the
entire population. Thus the unbiased estimator of πS is

π̂S =
k∑

i=1

wiπ̂Si =
k∑

i=1

wi
X̂i − (1− Ti)(1− Pi)πyi

Ti + Pi(1− Ti)
(2.4)

The variance of the unbiased estimator π̂S given πyi is:

V (π̂S |πyi) =
k∑

i=1

w2
i

Xi(1−Xi)

ni{Ti + Pi(1− Ti)}2
(2.5)
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Information on πSi and πyi are usually unavailable. But if prior information
on πSi and πyi are available from the past experience then it helps to derive
the following optimal allocation formula.

Theorem 1. The Neyman allocation n to n1, n2, ..., nk−1 and nk to
derive the minimum variance of π̂S subject n =

∑k
i=1 ni is approximately

given by

ni

n
=

wi

√
Xi(1−Xi)

{Ti + Pi(1− Ti)}
∑k

i=1

wi

√
Xi(1−Xi)

{Ti + Pi(1− Ti)}

(2.6)

Proof. Follows, for example, from section 5.5 of Cochran (1977). Putting
Eq. 2.6 in Eq. 2.5 we get the minimum variance of the estimator π̂S given
πyi is given by:

V (π̂S |πyi) =
1

n

[
k∑

i=1

wi

√
Xi(1−Xi)

Ti + Pi(1− Ti)

]2

(2.7)

The unbiased estimator of the minimum variance of the estimator π̂S
given by πyi is obtained upon replacing Xi by X̂i and niby (ni − 1) in Eq.
2.5

Remark 2.1. If we put Ti = 0, the proposed model reduced to the Kim
and Elam (2007) model.

2.2. The proportion when the non-sensitive trait πyi is unknown. In
practice, πyi is rarely known and may be thorny to obtain. In the suggested
model the population is partitioned into strata, and two independent non-
overlapping simple random samples are drawn from each stratum. To obtain
the full benefit from stratification, we assume that the number of units in
each stratum is known. In this procedure, two sets of the randomization de-
vices [such as {(Ri1, Ri2) & (R∗

i1, R
∗
i2)}] in each stratum need to be employed

(as stated in the case of known π̂yi). The first set is employed for respon-
dents in the first sample, and the second set is used for respondents in the
second sampled. In the first sample at the first stage of the survey interview,
an individual respondent of the first sample from stratum i is instructed to
use the randomization device Ri1which consists of a sensitive question (S)
card with probability Ti1 and a “Go to the random device Ri2 in the second
stage” direction card with probability (1 − Ti1). The respondents in the
second stage of stratum i are instructed to use the randomization device R2i

which consists of a sensitive question (S) card with probability Pi1 and a non
sensitive question (Y) card with probability (1−Pi1). In the second sample
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at the first stage of the survey interview, an individual this sample from
stratum i is instructed to use R∗

i1 which consist of a sensitive question (S)
card with probability Ti2 and “Go to the randomization device in the sec-
ond stage” direction card with probability (1−Ti2). The respondents in the
second stage of stratum i are instructed to use R∗

i1 the randomization device
R∗

i2 which consists of a sensitive question (S) card with probability Pi2 and a
non sensitive question (Y) card with probability (1−Pi2). The respondents
selects randomly one of these statements unobserved by the interviewer and
reports ‘Yes’ if he / she possesses statement and ‘No’ otherwise. So a respon-
dent in different strata will perform different set of randomization devices,
each having different pre-assigned probabilities. Suppose ni1 is the number
of units in the first sample from stratum i, ni2 is the number of units in the
second sample from stratum i, and ni is the total number of units in two

samples from each stratum. So n =
k∑

i=1
ni is the total number of units in the

samples from every strata. Under the supposition that these ‘Yes’ and ‘No’
reports are made truthfully, the probability of a ‘Yes’ answer in stratum i
for our proposed procedure is:

Xi1 =πSiTi1 + (1− Ti1)[πSiPi1 + (1− Pi1)πyi] (2.8)

Xi2 =πSiTi2 + (1− Ti2)[πSiPi2 + (1− Pi2)πyi], for i = 1, 2, . . . , k (2.9)

whereXi1 andXi2 are the proportions of ‘Yes’ answers in the first and second
samples, respectively, from stratum i. Solving (2.8) and (2.9) for πSi, we get

πSi =
{(1− Pi2)(1− Ti2)Xi1 − (1− Ti1)(1− Pi1)Xi2}

(Pi1 − Pi2)(Ti1 − Ti2)
, Pi1 �= Pi2, Ti1 �= Ti2

(2.10)

Suppose the observed proportion of ‘Yes’ answers reported in the first
and second samples be X̂i1 = n′

i1/ni1 and X̂i2 = n′
i2/ni2 respectively, from

stratum i, where n′
i1 and n′

i2 are numbers of ‘Yes’ answers in the two corre-
sponding samples from stratum i. Then, the sample estimate, π̂∗

Si is obtained

by replacing (Xi1, Xi2) by (X̂i1, X̂i2) in Eq. 2.10 and it follows that

π̂∗
Si =

X̂i1(1− Pi2)(1− Ti2)− X̂i2(1− Pi1)(1− Ti1)

(Pi1 − Pi2)(Ti1 − Ti2)
(2.11)
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The observed proportions, X̂i1 and X̂i2 are binomially distributed with pa-
rameters (ni1,Xi1) and (ni2,Xi2) respectively. It therefore follows that the
expression in Eq. 2.11 is unbiased and its variance is given by:

V (π̂∗
Si) =

(
1

(Pi1 − Pi2)(Ti1 − Ti2)

)2{
(1− Pi2)

2(1− Ti2)
2V (X̂i1)

+ (1− Pi1)
2(1− Ti1)

2V (X̂i2)
}

=

(
1

(Pi1 − Pi2)(Ti1 − Ti2)

)2{
Xi1(1−Xi1)

ni1T ∗2
i1

(1− Pi2)
2(1− Ti2)

2

+
Xi2(1−Xi2)

ni2T ∗2
i2

(1− Pi1)
2(1− Ti1)

2

}

(2.12)

By using Cauchy-Schwarz inequality; we can derive the following:

=

(
1

(Pi1 − Pi2)(Ti1 − Ti2)

)2{
Xi1(1−Xi1)

ni1T ∗2
i1

(1− Pi2)
2(1− Ti2)

2

+
Xi2(1−Xi2)

ni2T ∗2
i2

(1− Pi1)
2(1− Ti1)

2

}
(ni1 + ni2)

≥
(

(1− Pi2)(1− Ti2)

(Pi1 − Pi2)(Ti1 − Ti2)

√
Xi1(1−Xi1)

T ∗
i1

+
(1− Pi1)(1− Ti1)

(Pi1 − Pi2)(Ti1 − Ti2)

√
Xi2(1−Xi2)

T ∗
i2

)2

By using the inequality, we can derive the minimum variance of the estimator
π̂∗
Si as follows

V (π̂∗
Si) =

1

ni(Pi1 − Pi2)2(Ti1 − Ti2)2

{

(1− Pi2)(1− Ti2)

√
Xi1(1−Xil)

T ∗
i1

+ (1− Pi1)(1− Ti1)

√
Xi2(1−Xi2)

T ∗
i2

}

(2.13)

where

T ∗
i1 = Ti1 + Pi1(1− Ti1) and T ∗

i2 = Ti2 + Pi2(1− Ti2)
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Since the selection in different strata are made independently, the estimators
for individual strata can be added together to obtain an estimator for the
whole population. Thus the estimator for πS is given by

π̂∗
S =

k∑

i=1

wiπ̂
∗
Si =

k∑

i=1

wi

(Pi1 − Pi2)(Ti1 − Ti2)

×
[
X̂i1(1− Pi2)(1− Ti2)− X̂i2(1− Pi1)(1− Ti1)

]

(2.14)

Theorem 1. The proposed estimator π̂∗
S is an unbiased estimator for the

population proportion πS.

Proof. This follows from taking the expected value of Eq. 2.14.

Theorem 2. The variance of the estimator π̂∗
S is:

V (π̂∗
S) =

w2
i

ni(Pi1 − Pi2)2(Ti1 − Ti2)2

×
{

(1− Pi2)(1− Ti2)

√
Xi1(1−Xil)

T ∗
i1

+ (1− Pi1)(1− Ti1)

√
Xi2(1−Xi2)

T ∗
i2

}

(2.15)

Information on πSi and πyi are generally not available. But if prior
information on πSi and πyi are available from the past experience then it
assists to obtain the following Neyman allocation formula.

Theorem 3. The Neyman allocation n to n1, n2, · · · , nk−1 and nk to
derive the minimum variance of π̂∗

S subject n =
∑k

i=1 ni is approximately
given by

ni

n
=

wi

{

(1− Pi2)(1− Ti2)

√
Xi1(1−Xi1)

T ∗
i1

+ (1− Pi1)(1− Ti1)

√
Xi2(1−Xi2)

T ∗
i2

}

(Pi1 − Pi2)(Ti1 − Ti2)

∑k
i=1

wi

{

(1−Pi2)(1−Ti2)

√
Xi1(1−Xi1)

T ∗
i1

+(1−Pi1)(1−Ti1)

√
Xi2(1−Xi2)

T ∗
i2

}

(Pi1−Pi2)(Ti1−Ti2)

(2.16)
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Proof. Follows, for example, from section 5.5 of Cochran 1977 . The
minimum variance of π̂∗

S is given by

V (π̂∗
S) =

1

n

⎡
⎢⎢⎢⎣

k∑
i=1

wi(1− Pi2)(1− Ti2)

√
Xi1(1−Xi1)

T ∗
i1

+ (1− Pi1)(1− Ti1)

√
Xi2(1−Xi2)

T ∗
i2

(Pi1 − Pi2)(Ti1 − Ti2)

⎤
⎥⎥⎥⎦
2

(2.17)

The unbiased minimum variance estimator of the estimator π̂S is ob-
tained upon replacing (Xi1, Xi2) by (X̂i1, X̂i2) and ni by (n1−1) in Eq. 2.15.

3 Efficiency Comparison in the Case of Completely Truthful
Reporting

To have tangible idea about the performance of the proposed model
relative to Kim and Elam (2007) model, we have computed the relative
efficiency of the proposed estimators π̂S and π̂∗

S with respect to Kim and
Elam (2007) estimators π̂ke and π̂∗

ke respectively in both the cases when πyi
is known and unknown.

Case 1. When is πyi known
The percent relative efficiency of the proposed estimator π̂S with respect to
Kim and Elam (2007) estimator π̂ke is given by

PRE(π̂S , π̂ke) =
V (π̂ke)

V (π̂S)
× 100 (3.1)

The value of PRE(π̂S , π̂ke) have been computed for n = 1000, k = 2, πyi =
πy1 = πy2, P1 = P11 = P21, P2 = P12 = P22, P1 + P2 = 1, P1 �= P2, T1 �= T2

and findings are shown in Table 1, where V (π̂ke) and V (π̂S) are respectively
given by Eq. 2.7 and Kim and Elam ( 2007, equation (3.7), p.223).

Case 2. When πyi is unknown
The percent relative efficiency of the proposed estimator π̂∗

S with respect to
Kim and Elam (2007) estimator π̂∗

ke is given by

PRE(π̂∗
S , π̂

∗
ke) =

V (π̂∗
ke)

V (π̂∗
S)

× 100 (3.2)

We have computed the values of PRE(π̂∗
S , π̂

∗
ke) for n = 1000, k = 2,

πyi = πy1 = πy2 , P1 = P11 = P21, P2 = P12 = P22, P1 + P2 = 1, P1 �= P2,
T1 �= T2 and results are depicted in Table 2, where V (π̂∗

ke) and V (π̂∗
S) are

respectively given by (2.2) and Kim and Elam (2007, equation (3.14), p.226).
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Figure 1: The percent relative efficiency of π̂ke with respect to π̂S when πy
is known.

It is observed from Tables 1 and 2, Figures 1 and 2 that:

(i) for fixed values of (πS1, πS2), πy and (T1, T2), the values of PRE
(π̂S1, π̂ke) and PRE(π̂∗

S , π̂
∗
ke) increases as P1(P2) increases (decreases).

(ii) for fixed values of (πS1, πS2), (P1, P2) and (T1, T2) the values of PRE
(π̂S , π̂ke) and PRE(π̂∗

S , π̂
∗
ke) decreases as πy decreases.

(iii) for fixed values of πy, (P1, P2) and (T1, T2), the values of PRE(π̂S , π̂ke)
increases in a speedy manner as (πS1, πS2) increases while the values
of PRE(π̂∗

S , π̂
∗
ke) decreases.

(iv) for fixed values of (πS1, πS2), (P1, P2), T1 and πy, the values of PRE
(π̂S , π̂ke) increases as T2 increases.

(v) for fixed values of (πS1, πS2), πy, (P1, P2) and T2 the values of PRE
(π̂S , π̂ke) increases as T1 increases while the values of PRE(π̂∗

S , π̂
∗
ke)

decreases.

Figure 2: The percent relative efficiency of π̂∗
ke with respect to π̂∗

S when πy
is unknown.
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Since all the PRE values in Table 1 are greater than 100, our stratified
unrelated question RR model using Neyman allocation is more efficient in
terms of variance than Kim and Elam (2007) stratified RR model under the
assumptions given and the prior information used.

4 Discussion

This paper addresses the problem of estimating the proportion of the
population belonging to a sensitive group using randomized response tech-
nique in stratified unrelated question randomized response sampling. A
stratified unrelated question randomized response model using Mangat (1992)
improved unrelated question RR model for completely truthful reporting
has been proposed. It has been shown that for the prior information given,
the proposed stratified unrelated question randomized response model using
Neyman allocation is more efficient in terms of Variance than Kim and Elam
(2007) unrelated question stratified RR model. In addition to the gain in
efficiency, the proposed method is more beneficial than the previous method
as stratified randomize response method assists to solve the limitations of
randomized response that is the loss of the individual characteristics of the
respondents. A notable point in this study is that the proposed model is
more precious (with considerable gain in efficiency) than the one earlier con-
sidered by Kim and Elam (2007).
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