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Abstract
Objectives: To provide insight into deep generative models and review the
most prominent and efficient deep generative models, including Variational
Auto-encoder (VAE) and Generative Adversarial Networks (GANs). Methods:
We provide a comprehensive overview of VAEs and GANs along with their
advantages and disadvantages. This paper also surveys the recently introduced
Attention-based GANs and the most recently introduced Transformer based
GANs. Findings: GANs have been intensively researched because of their
significant advantages over VAE. Furthermore, GANs are powerful generative
models that have been widely employed in a variety of fields. Though GANs
have a number of advantages over VAEs, but, despite their immense popularity
and success, trainingGANs is still difficult and has experienced a lot of setbacks.
These failures include mode collapse, where the generator produces the same
set of outputs for various inputs, ultimately resulting in the loss of diversity;
non-convergence due to oscillatory and diverging behaviors of the generator
and discriminator during the training phase; and vanishing or exploding
gradients, where learning either ceases to occur or occurs very slowly. Recently,
some attention-based GANs and Transformer-based GANs have also been
proposed for high-fidelity image generation. Novelty: Unlike previous survey
articles, which often focus on all DGMs and dive into their complicated aspects,
this work focuses on the most prominent DGMs, VAEs, and GANs and provides
a theoretical understanding of them. Furthermore, because GAN is now the
most extensively used DGM being studied by the academic community, the
literature on it needs to be explored more. Moreover, while numerous articles
on GANs are available, none have analyzed the most recent attention-based
GANs and Transformer-based GANs. So, in this study, we review the recently
introduced attention-based GANs and Transformer-based GANs, the literature
related to which has not been reviewed by any survey paper.
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