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Abstract The degraded quality of the speech input signal 

has a negative impact on speaker recognition techniques. We 

address the issues of speaker recognition from noise-cor- 

rupted audio signals in the presence of four noise variants, 

including factory noise, car noise, street traffic noise, and 

voice babble noise, as well as noise-suppressed enhanced 

speech. The goal of this research is to create a speaker rec- 

ognition algorithm that is resistant to a diverse spectrum of 

speech capture quality, background scenarios, and interfer- 

ences. In this work, three distinct features, including Mel 

Frequency Cepstral Coefficients (MFCC), Normalized Pitch 

Frequency (NPF), and Normalized Phase Cepstral Coeffi- 

cients (NPCC) are combined. The analysis that MFCC, NPF, 

and NPCC illustrate distinct features of speech underlies our 

observation. A Convolutional Neural Network (CNN) is used 

in our speaker recognition strategy to learn speaker-depend- 

ent attributes from fragments of Mel features, normalized 

pitch features, and phase cepstral features of clean speech, 

corrupted speech, and enhanced speech. The performance 

is measured using the ITU-T test signals and compared to 

previous algorithms at different Signal-to-Noise-Ratios of 

0 dB, 5 dB, 10 dB, and 15 dB. For enhanced speech, all 

three features, MFCC, NPF, and NPCC, provided productive 

speaker identification and verification performance. 
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1 Introduction 

Speaker recognition, a biometric method, utilizes speech 

features to authenticate a user’s uniqueness through auto- 

mated analysis of voice signals. Over recent decades, Auto- 

matic Speaker Recognition (ASR) systems have advanced 

significantly, finding applications in forensics, banking, and 

security. These systems comprise preprocessing, feature 

extraction, and speaker modeling components. Preprocess- 

ing involves refining input signals by eliminating non-speech 

elements and performing tasks like pre-emphasis and end- 

point detection [1] [2]. Feature extraction, termed "front 

end preprocessing," transforms voice signals into numeri- 

cal characteristics essential for training and testing speaker 

recognition systems. Speaker modeling constructs methods 

for speaker feature matching, crucial in the recognition stage 

for identification or verification purposes. Thus, speaker rec- 

ognition systems serve vital roles across various domains, 

ensuring efficient and secure user authentication [3] (Fig. 1). 

Speaker recognition systems often struggle in chal- 

lenging acoustic environments due to factors like low 

audio SNR, diverse accents, and ambient noise, such as 

   babble noise in crowded places. Conventional methods 
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heavily rely on short-term spectral features like MFCC 

and Linear Prediction Cepstral Coefficients (LPCC), lim- 

iting their effectiveness in the presence of acoustic deg- 

radations. To address this, our research proposes a deep 

learning-based method called 1D-Frame Level-Feature 

Fusion-CNN. By combining MFCC with normalized pitch 

and phase features, this approach enhances recognition
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